Open Demand Side Resource Integration Platform (openDSRIP) – An Open-Source framework for enabling flexible grid services
Abstract
An open-source framework for flexible grid-services enablement employing an approach that utilizes data integration and control abstraction is proposed.  The framework is highly aligned with the DER Plug-n-Play interoperability Strategic vision.  The crux of the framework involves the definition of the openDSRIP interface, a set of logical data exchange and control abstraction APIs, supported by grid-services abstraction and orchestration functions.  An implementation of the openDSRIP framework is proposed to demonstrate interoperability for energy price-based net load management and peak capacity management services.  The proposal is driven by 5 different organizations representing non-profit research and commercial DER facility management systems.
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Description
openDSRIP is an overarching framework for DER data and control integration for enabling flexible grid services.  The vision of openDSRIP is the rapid enablement of a range of grid services that goes beyond single DER technologies, small subsets of markets, and is scalable to work with the high growth in the commercial and market-ready DER solutions without the need for standardization of individual DER data and control APIs.  Figure 1 depicts a vision of openDSRIP framework.  
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[bookmark: _30j0zll]Figure 1 – openDSRIP vision
An implementation of openDSRIP geared towards studying the impact of various rate and tariff structures in improving grid reliability using an approach that integrates continuous data monitoring and application of selective control strategies involving DERs (flexible loads, distributed generation, and energy storage) in conjunction with customer comfort preferences is currently being developed.  Figure 2 shows a schematic of the current implementation.
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[bookmark: _1fob9te]Figure 2 – Current Implementation of openDSRIP (Green + Red) and interfacing applications (Blue)
This proposal augments the current set of capabilities of openDSRIP to include additional DER facilities, and associated interface semantics, additional considerations for cross-cutting issues beyond security, safety, performance, and protection of DER implementation details.  Figure 3 shows a functional view of openDSRIP for the purposes of the current proposal.    
openDSRIP interface(s): this is a set of interfaces (an implementation of ESI) that helps to acquire data from interfacing applications and issue controls as appropriate.
Grid services abstraction and orchestration: openDSRIP includes a set of core functions (grid services abstraction and orchestration functions) in addition to open interface(s) to enable translation of aggregate level service requests into a set of domain-specific actions that can be orchestrated in a workflow-like fashion to achieve service realization.  Additionally, these functions also serve the task of abstracting the results of domain-specific actions to inform the result of the aggregate service requests.  
Inclusion of supplemental services to core functions: openDSRIP supports a set of supplemental services including analytics, data storage, grid-service validation in addition to the core grid-services abstraction and orchestration functions.
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[bookmark: _3znysh7]Figure 3 – Proposed openDSRIP for PnP Challenge – Core functions (Green), Supplemental functions (blue), External components (Orange)
The openDSRIP fits well with the vision of the DER Plug ‘n Play Interoperability challenges particularly along the following aspects:
1. Focus on an integrated approach to grid-service enablement: openDSRIP akin to the GMLC interoperability strategic vision is fundamentally constructed on the idea that to the approach to enable flexible grid services requires integration of multiple DER technologies.  While openDSRIP enables data and control integration across different types of DER technologies and vendors, an essential precursor to the integration is the definition of a common information model for data from multiple DER vendors and an abstraction of control methods across multiple DER technologies to achieve an aggregate grid service.
2. Definition of open interface(s) for data and control: openDSRIP incorporates an open interface for data and control with provisions for extensibility for additional types of data and services.  The openDSRIP data and control interface(s) is aligned with the Energy Services Interface (ESI) in the interoperability strategic vision by supporting a set services that include multiple business contexts with their own set of semantic definitions using common protocols and connectivity technologies. 
3. Hierarchical aggregation of DER to achieve scalability: openDSRIP right from its inception was built to be scalable.  Scalability is achieved by using a hierarchical aggregation architecture with open interfaces that follows a model similar to the layered decomposition approach that supports the definition of the ESI in the Interoperability Strategic Vision.  The hierarchical model also allows for definition of ESI at multiple levels of the layered decomposition model conducive to achieving domain-specific results that can be aggregated towards overall service realization. In Figure 3, it is shown by a combination of DER Aggregators, DER Facility, and DER facility that may be developed/publicly available. 
4. Separation of interface semantics from interface syntax and network technologies: openDSRIP incorporates the principle of protocol independence when it comes to interface definition.  While the existing implementation specifically uses protocols like openADR2.0B for DSO signaling and RESTful JSON for data and control implementation, it is extensible to cover additional semantic definitions (e.g. DoE’s BEDES (https://www.energy.gov/eere/buildings/building-energy-data-exchange-specification-bedes) specification using interface/functional adaptors.
5. Invariance with respect to DSO/ISO market systems: openDSRIP is intended to be invariant with respect to DSO/ISO market systems as long as the grid services are signaled consistently through an open-standard mechanism (e.g., openADR or IEEE 2030.5).
Assumptions
1. Existing implementation of the openDSRIP is done using Microsoft Azure Cloud based infrastructure.  However, the definition of the ESI (openDSRIP API) is not dependent upon Microsoft Azure or other proprietary products.
2. openDSRIP existing functionality will be augmented as outlined in this proposal.  The resulting application is expected to remain open-source under the current licensing regime.
3. openDSRIP interface as defined in https://opendsripwebapi-uat.azurewebsites.net/swagger/v1/swagger.json will be augmented as outlined in this proposal.  
4. Applications that interface with openDSRIP are expected to register and authenticate using Open Authentication 2.0 standard (OAuth2) as outlined in https://docs.microsoft.com/en-us/azure/active-directory/develop/v1-oauth2-client-creds-grant-flow.  Service discovery and negotiation of services is performed through the Dig.y.Sol’s picoChain discovery framework.
5. For demonstration purposes, openDSRIP will interface with:
a. Sentient Buildings Neuro for a mutli-family test site to be identified prior to demonstration in Phase 2.
b. EPRI developed Residential Orchestration Module (Clovis OM) for 3 model homes in a zero-net energy residential community in Clovis, CA.
c. Intech Energy Energy360 commercial energy management system for a test site to identified prior to demonstration in Phase 2.
d. Dig.y.Sol’s picoChain platform for service discovery between openDSRIP Interface (ESI) and Clovis OM and auto-configuration of Clovis OM.
e. Chai Energy’s Chai App for customer registration and addition of customer sited DERs and associated DER facility management function.
System Architecture
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Figure 4 – openDSRIP System Architecture
Hardware/Software for Demo
1. openDSRIP (open-source Cloud Application)
2. Neuro (Cloud application)
3. ROM (EPRI web application)
4. Energy360 (EPRI web application)
5. EPRI TLM (web application)
6. picoChain (web-enabled embedded application)
7. Chai app (Customer app running on an iOS 6+ mobile phone)
Interoperability Narrative
For the interoperability we will consider the following grid service examples:
1. System Registration:
a. openDSRIP is pre-registered with EPRI TLM as a VEN.
b. Neuro, ROM, Energy360 all have requisite OAuth credentials (Client ID, Client Secret)
c. Neuro, ROM, Energy360 acquire access tokens (connectivity) from openDSRIP.
d. Neuro, ROM, Energy360 provide site information for the sites under their respective management.
e. Customer has Chai app installed as part of participation in utility flexible-grid services DER program.
2. Customer Registration Scenario: Residential customer adds a new DER, e.g., a new Rheem Econet-enabled water-heater. (See Figure 5 and Figure 6)
a. Customer provides data on Rheem MAC address to Chai.
b. Chai sends the customer registration including agreement for data collection to openDSRIP.
c. openDSRIP sends service discovery request message to picoChain.
d. picoChain mediates service discovery message and sends information to ROM.
e. ROM adds Rheem Econet for customer as part of devices for which data is collected.
f. ROM responds to picoChain with information on the services supported for Rheem.
g. ROM adds a Rheem object instance to its list of devices for the customer.
h. ROM now includes Rheem as a data source and control for load management for the customer.
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[bookmark: _2et92p0]Figure 5 - Customer adds a controllable device (flexible load DER) - successful registration.
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[bookmark: _tyjcwt]Figure 6 - Customer adds a controllable device (flexible load DER) - registration failure
3. Grid Service Scenario: Energy Market Price-based Load Management
a. EPRI TLM will be configured to provide a sustained pricing information for a period ranging 24 hours including 2 price event periods, one with high price and one with low price compared to a median price.
b. openDSRIP understands the marketcontext and is ready to respond to a query from Neuro, ROM, and Energy360 depending upon the context.  Note that the marketcontext for Neuro (with potential test-sites in NY) is different from marketcontext for ROM and Energy360 (with potential test-sites in northern CA).
c. ROM and Energy360 receive respective price signals. Neuro does not get the price info because it is working under a different marketcontext.
d. ROM and Energy360 send data continuously (in 15 minute intervals) for a period spanning 2 hours before and 2 hours after the high and low price events.
e. openDSRIP receives the two price events and the respective completion states from ROM and Energy360.
f. openDSRIP performs the necessary computations of net load during the two price events to verify price response.
4. Grid Service Scenario: Peak Capacity Management: 
a. openDSRIP is configured with a peak capacity event for a defined period of time for a marketcontext in NY.
b. openDSRIP grid-services abstraction function translates the region’s peak capacity to the set of registered sites under management via Neuro.
c. ROM and Energy360 do not receive any info on the peak capacity info.  Neuro receives peak capacity info upon querying openDSRIP.
d. Neuro sends data continuously (in 15 minute intervals) for a period spanning 2 hours before and 2 hours after the peak capacity event.
e. openDSRIP receives the event completion states from Neuro.
f. openDSRIP performs the necessary computations of net load during the peak capacity event.
ESI Implementation
Configuration and Evolution
Applications that desire to establish integration with openDSRIP are expected to follow these procedures:
1. Registering an application with Azure AD (Active Directory): https://docs.microsoft.com/en-us/azure/active-directory/develop/quickstart-v1-integrate-apps-with-azure-ad
2. Requesting an Access Token: https://docs.microsoft.com/en-us/azure/active-directory/develop/v1-oauth2-client-creds-grant-flow#request-an-access-token
These two processes help establish a handshake between interfacing application and openDSRIP.
Registration with the Azure AD for applications that connect to openDSRIP Interface provides the necessary configuration parameters (Client ID, Client Secret, Tenant ID).   
openDSRIP Interface evolution follows a versioning system which also insures backward compatibility.
All resource identifiers within openDSRIP are Globally Unique Identifiers (GUID) and this also helps to pseudonymize any personally identifiable information.
No explicit resource discovery mechanism beyond published APIs and information provided as part of the organizational characteristics is provided by openDSRIP Interface.
Security and Safety
All openDSRIP interface transactions are transport layer encrypted (HTTPS) and the interface transactions are protected through a bearer token mechanism in the transport header. openDSRIP interface protects potentially unsafe transactions at the DER level from being exposed.  This also holds true when it comes to connectivity to the DER from the DER management function which for definition purposes is outside the scope of the openDSRIP interface.  Additionally, the use of GUIDs helps to pseudonymize the data allowing for longitudinal tracking without exposing personally identifiable information.
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Figure 7 – Data Model Containment Hierarchy which also provides data access control restrictions

Operation and Performance
Few transactions if any in openDSRIP have order/sequencing dependency.  Most openDSRIP Interface supports operations are typically synchronous or pseudo-synchronous (immediate acknowledgement with/without asynchronous results).  In the case of asynchronous results, the data specifications require the identification of the container identifier (e.g., load information include containing siteId, power readings include containing siteId, data transactions include containing deviceId, e.g., thermostat ID and device data model, e.g, thermostat model includes containing siteId).   In case of errors, specifically identified error messages are provided.  Explicit time synchronization is not a real requirement in the openDSRIP interface, however, all times that are reported in the data and control transactions are all based on UTC to avoid any server time to local time translation errors. 
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Figure 8 - Service manifestation hierarchy supported by openDSRIP interface
Information Characteristics
The following contexts identify the information that is exchanged over the openDSRIP Interface:
1. Sites – the set of sites that are providing data and are supporting grid services in openDSRIP.
2. OptInSites – The set of sites under management at any given time that can provide DER capability.  These sites represent dispatchable capacity for grid services.
3. PricingSignals – A set of interfaces for receiving and posting pricing signals to openDSRIP.
4. Loads – A set of monitored loads (and potentially controllable) loads.  Loads are specific to a site.
5. PowerReadings – A set of AMI/meter/sub-meter readings that are measured in the sites under management.
6. Thermostats – A set of controllable thermal loads that are monitored in the sites under management.
7. ThermostatReadings – A set of configuration and operational parameters associated with thermostats that are monitored in the sites under management.
8. WeatherReadings – Detailed weather readings associated with sites under management.  Weather information plays a vital role in determining the efficacy of PV based distributed generation. 
9. APIKeys – provides the necessary bearer tokens for basic connectivity to the openDSRIP Interface.
10. DsripEvents – provides delineated high price, low price, and peak capacity events for interfacing applications to understand grid-services that are requested from OptInSites.
The semantics of the different contexts of information exchanged over the openDSRIP interface is shown in Table 1.
[bookmark: _3dy6vkm]Table 1 – Semantic definition of the contexts identified in the current implementation of openDSRIP
	Context
	Information Elements

	Sites
	https://opendsripwebapi-uat.azurewebsites.net/swagger/#!/Sites/ApiSitesGet

	OptInSites
	https://opendsripwebapi-uat.azurewebsites.net/swagger/#!/OptInSites/ApiOptInSitesGet

	PricingSignals
	https://opendsripwebapi-uat.azurewebsites.net/swagger/#!/PricingSignals/ApiPricingSignalsGet

	Loads
	https://opendsripwebapi-uat.azurewebsites.net/swagger/#!/Loads/ApiLoadsGet

	PowerReadings
	https://opendsripwebapi-uat.azurewebsites.net/swagger/#!/PowerReadings/ApiPowerReadingsGet

	Thermostats
	https://opendsripwebapi-uat.azurewebsites.net/swagger/#!/Thermostats/ApiThermostatsGet

	ThermostatReadings
	https://opendsripwebapi-uat.azurewebsites.net/swagger/#!/ThermostatReadings/ApiThermostatReadingsGet

	WeatherReadings
	https://opendsripwebapi-uat.azurewebsites.net/swagger/#!/WeatherReadings/ApiWeatherReadingsGet

	APIKeys
	https://opendsripwebapi-uat.azurewebsites.net/swagger/#!/APIKeys/ApiAPIKeysGet

	DsripEvents
	https://opendsripwebapi-uat.azurewebsites.net/swagger/#!/PricingSignals/ApiPricingSignalsDSRIPPricingEventsGet



Technical Characteristics
Syntactic interoperability is guaranteed by using a string type definition of most of the data.  Exceptions to the string type definition includes measured numerical quantities like loads (in KW), power readings (in KW).  Dates are represented in ISO 8601 format.  openDSRIP Interface currently uses a JSON (Javascript Object Notation a subset of ECMA 262) format for all data.
openDSRIP currently uses a Secure Hypertext Transfer Protocol (HTTPS) as transport layer for network interoperability. 
Organizational Characteristics
Applications that desire to establish integration with openDSRIP are expected to provide the following information outlined in Table 2.  This establishes a basic organizational interconnect between the interfacing application and openDSRIP based on application ownership and purpose.  Additionally, any economic incentives are explicitly negotiated between DER Facility management function and DER owner and openDSRIP is not involved in these negotiations.  

[bookmark: _1t3h5sf]Table 2 – Business Objectives Information for Applications registering with openDSRIP
	#
	Information Element
	Description

	1
	Application Name
	Name of the interfacing application

	2
	Application Owner
	Main Contact Name for the application

	3
	Application Owner Contact
	Contact information of Application Owner

	4
	Application Owner Org
	Organization of application owner

	5
	Application purpose
	Brief description of application

	6
	Application service description
	Brief description of application services provided by the interfacing application.

	7
	Application marketcontext
	Specific geographic domain of the interfacing application



DER Device to DER Facility Management Function Communication
The proposal depends on having basic communication ability between DER Device and DER facility management function and the ability for the DER Facility Management function to get data from the DER device and to be able to alter DER device states.  However, there is no expectation of these data/controls to be exposed to the openDSRIP via openDSRIP Interface.  The DER facility management function is expected to nominally provide data periodically (frequency of data is dependent upon the responsiveness of the DER control actions) to openDSRIP.  The DER management function is expected to be able to support specific   
The specifics of the DER device to DER Facility management communication is strictly outside the boundaries of this proposal and is protected by the data/services exposed via openDSRIP interface.  
Criteria Coverage
Conformance to ESI Definition
The definition of the openDSRIP Interface is entirely consistent with the ESI definition of being:
1. Bi-directional: openDSRIP supports both get-based and post-based transactions and requires support of get-based (data acquisition) and set-based (control implementation) from interfacing applications.
2. Logical interface: openDSRIP supports the separation (and loose coupling) of interface semantics from syntax and network interoperability considerations.  Additionally, there is no notion of physical network (distribution system network) colocation with DER management functions (typically cloud based)
3. Secure communications: Transport layer encryption and transactional security using API Keys and bearer tokens in the transport header.
4. Transactions between entities inside and entities outside a customer boundary: all openDSRIP interface transactions are transactions that take place between entities that represent the “inside” of a customer boundary (DER management function, DER aggregator) and the outside (grid-service abstraction/orchestration functions)
5. Energy Interactions within customer facilities and external entities: all openDSRIP interface transactions provide data and drive events that control DERs that are part of the customer facility and external entities (grid-services abstraction/orchestration functions).
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